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Introduction 

In this paper I want to explore whether the assumption that 
players' rationality is common knowledge among them leads to 
inconsistencies in a special class of games. Simply stated, for a 
group of individuals to have common knowledge that p means 
that everybody knows that p is true, and everybody knows that 
everybody knows it, and so on ad infinitum. Common knowledge 
assumptions are standard in game theory. In normal form games, 
for example, the players are endowed with common knowledge of 
the rules of the game, and of their respective preferences and 
beliefs. Beliefs are about exogenous uncertainty, as well as 
endogenous uncertainty about the other players' choices and 
beliefs, \"hich include beliefs about each other's rationality. If 
we exclude the case in which one or more players have domi
nated strategies, hence no common knowledge of beliefs needs to 
be assumed, in general every Nash equilibrium is supported by a 
configul'ation of beliefs which are common knowledge among the 
players.1 Are common knowledge assumptions also needed in 
extensive form games? In the present paper, I only consider 
finite, exLensive form games of perfect information. In such 
games, the classical equilibrium solution is obtained by backward 
induction. The solution is unique, and it is derived from a set of 
assumptions about the players' rationality and their mutual 
beliefs about each other's rationality. These assumptions, to
gether with a specification of the structure of the game, and the 
hypothesis that the structure of the game is common knowledge, 
constitute the 'theory' of the game. It has been argued that if 
the rationality assumption is made common knowledge, the theory 
of the game will become inconsistent at some information set 
[Reny: 1987]. I have shown elsewhere that common knowledge of 
beliefs (and therefore of rationality) is neither necessary nor 
sufficient to obtain the backward induction solution [Bicchieri: 
1989]. In fact, only distributed or full knowledge of the theory's 
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assumptions about players' beliefs need obtain. If these assump
tions become common knowledge, then common knowledge of 
rationality follows, and we have an inconsistency as indicated by 
Reny. Indeed, the paradoxical conclusion is reached that common 
knowledge of the theory destroys knowledge of the theory 
altogether, by making it inconsistent. The problem raised by this 
inconsistency is, however, more general: if we want a theory of 
the game to include both an assumption of rationality and an 
assumption that this is common knowledge, do we inevitably end 
up with an inconsistent theory? I shall try to show that a richer 
theory of the game can contain both assumptions. Such a theory 
includes a model of belief revision specifying how the players 
would change their beliefs in various hypothetical situations, as 
when confronted with evidence inconsistent with formerly ac
cepted beliefs [Bicchieri: 1988a].2 A model of belief revision is 
especially needed in extensive form games, since a specification 
of the solution requires a description of what agents expect to 
happen at information sets that will never be reached in equilib
rium play. The central idea is that a player's equilibrium 
strategy must prescribe a rational choice of action in all possible 
occurrences, including those ruled out by some putative equilib
rium. But what it is rational to do at information sets off the 
equilibrium path depends on how a player is going to explain the 
fact that a deviation occurred. A model of belief revision should 
provide such an explanation. , 

In what follows I shall consider two cases: (i) that in which 
the players have common knowledge of the rules for belief 
revision but no common knowledge of their beliefs; and (ii) that 
in which both the rules for belief revision and players' beliefs 
are common knowledge. In both cases, the backward induction 
solution obtains. 

Backward Induction 

The games I am going to discuss are finite, two-person extensive 
form non-cooperative games of perfect information. A non-coope-

,rative game is a ganie in which no precommitments or binding 
agreements are possible. By 'extensive form' is meant a descrip
tion of the game indicating the choices available to each player 
in sequence, the information a player has when it is his turn to 
move, and the payoffs each player receives at the end of the 
game. Perfect information means that there are no simultaneous 
moves, and that at each point in the game it is known which 
choices have previously been made. According to the classical 
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theory [Kuhn: 1953], any such game has a unique solution. Take 
as an example the following game: 

R 

111-------> 121-------> 112-------> 0,3 
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Iij denotes the j-th information set (j ~ 1) of player i (i=1, 2). 
Since there is perfect information, Iij is a singleton set for every 
i and j. Each player has two pure strategies: either to play left, 
thus ending the game, or to play right, and allow the other to 
make a choice. The game starts with player 1 moving first. The 
payoffs to the players are represented at the endpoints of the 
tree, the upper number (and the leftmost at the last branch) 
being the payoff of player 1, and each player is assumed to wish 
to maximize his expected payoff. The game is played sequentially, 
and at each node it is known which choices have been previously 
made. Player 1, at his first node, has two possible choices: to 
play h or to play rl. What he chooses depends on what he 
expects player 2 to do afterwards. If he expects player 2 to play 
L at the second node with a high probability, then it is rational 
for him to play It at the first node; otherwise he plays rl. His 
conjecture about player 2's choice at the second node is based 
on what he thinks player 2 believes would happen if she played 
R. Player 2, in turn, has to conjecture what player 1 would do at 
the third node, given that she played R. Indeed, both players 
have to conjecture each other's beliefs and conjectures at each 
possible node, until the end of the game. The classical solution of 
such games is obtained by backward induction as follows: at 
node 112 player 1, if rational, will play h, which grants him a 
maximum payoff of 3. Note that player 1 does not need to assume 
2's rationality in order to make his choice, since what happened 
before the last node is irrelevant to his decision. Thus node 112 
can be substituted by the payoff pair (3, 0). At 121 player 2, u-· 
rational, will only need to believe that 1 is rational in order to 
choose L. That is, player 2 need consider only what she expects 
to happen at subsequent nodes (i.e., the last node) as, again, 
that part of the tree coming before is now strategically irrele
vant. The penultimate node can thus be substituted by the 
payoff pair (0, 2). At node Ill, rational player 1, in order to 
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choose h, will have to believe that 2 is rational and that 2 
believes that 1 is rational (otherwise, he would not be sure that 
at hI player 2 will play L). From right to left, nonoptimal actions 
are successively deleted (the optimal choice at each node is 
indicated by doubling the arrow), and the conclusion is that 
player 1 should play It at his first node. , 

In the classical account of such a game, this represents the 
only possible pattern of play by rational players. Note, again, 
that specification of the solution requires a description of what 
both agents expect to happen at each node, were it to be 
reached, even though in equilibrium play no node after the first 
is ever reached. Thus the solution concept requires the players 
to engage in hypothetical reasoning regarding behavior at each 
possible node, even if that node would never be reached by a 
player playing according to the solution. 

The theory of the game we have just described makes a 
series of assumptions about players' rationality, knowledge and 
beliefs, from which the backward induction (b.i.) solution neces
sarily follows. Let us consider them in turn. First of all, the 
players have to have k-th level knowledge of their respective 
strategies and payoffs. Second, the players must be rational, in 
the sense of being expected utility maximizers. Third, the play
ers are assumed to believe each other to be rational and, de
pending on the length of the game, to have iterated beliefs of 
k-th degree about each other's rationality. It is easy to verify 
that in game GI (as in any game of perfect information) there is 
a belief hierarchy every two levels of which can be separated, in 
that there will be an action for which one level in the hierarchy 
will suffice, but no lower level will. At different stages of the 
game, one needs different levels of beliefs for backward induc
tion to work.3 For example, if HI stands for 'player 1 is rational', 
R2 for 'player 2 is rational', and B2 RI for 'player 2 believes that 
player 1 is rational', RI alone will be sufficient to predict l's 
choice at the last node, but in order to predict 2's choice at the 
penultimate node, one must know that rational player 2 believes 
that 1 is rational, i.e. B2 RI. B2 HI, in turn, is not sufficient to 
predict l's choice at the first node, since 1 will also have to 
believe that 2 believes that he is rational. That is, BIB2 RI needs 
to obtain. Moreover, while H2 only (in combination with B2 RI) is 
needed to predict L at the penultimate node, BI R2 must be the 
case at Iu. More generally, for an N-stage game, the first player 
to move will have to have a N-1-level belief that the second 
player believes that he is rational... for the b.i. solution to 
obtain. 

One property generally required of an agent's beliefs is that 
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they are internally consistent. Thus, for example, player i cannot 
believe that j is rational and not expect j to choose his best 
response strategy. It must be added that in game theory the 
notions of knowledge and belief are state-based, where the state 
a player is at is his information set. An agent i cannot possibly 
believe p at information set Iij if his being at that information 
set contradicts p. Alternatively, one can say that p must be 
consistent with the information available to the player at the 
information set Iij. For the purposes of our discussion, we 
require an individual's beliefs to have two properties: (a) they 
must be internally consistent, and (b) i's beliefs at any point in 
the game must be a function of his vie\-", of the history of the 
game up to that point. 

Distributed Knowledge 

It has been argued that at hI it is by no means evident that 
player 2 will only consider what comes next in the game 
[Binmore: 1987; Reny: 1987]. Reaching I21 may not be compatible 
with backward induction, in the sense of not being consistent 
with the above stated assumptions about players' beliefs and 
rationality. Indeed, 121 can only be reached if 1 deviates from his 
equilibrium strategy, and this deviation stands in need of expla
nation. Hhen player 1 considers what player 2 would choose at 
121, he has to have an opinion as to what sort of explanation 2 is 
likely to find for being called to decide, since 2's subsequent 
action will depend upon it. Obviously enough, different e-::plana
tions lead to different expected payoffs from playing the same 
choice leading to 112. 

What player 2 infers from l's move, though, depends on w-hat 
she believes about player 1. Up to now, we know that different 
players need different. levels of beliefs for the b. i. solution to 
obtain. HOi:e precisely, the theory of the game assumes the 
players to make use of "all of the propositions in 'Rl/'\R2AB2Rl' 
(which stands for '1 is rational and 2 is rational and 2 believes 
that 1 is rational'). It might be asked whether it makes a 
difference to the backward induction solution that the theory's 
assumptions about players' beliefs are known to the p"ia~-ers. 
This might mean several things. One the one hand, the theory's 
assumptions can be 'distributed' among the players, so that not 
all players have the same information. That is, the beliefs attri
buted to the players by the theory are differentially distributed 
among them, as opposed to the case in which all players share 
the same beliefs. In this latter case, all players are endowed with 
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the same information. In both cases, the players do not know 
what the other players know (i.e., which are the other players' 
beliefs). 

We may imagine the players being two identical reasoning 
machines programmed to calculate their best action which are 
'fed' information in the form of beliefs. The machines are capable 
of performing inferences based on the available information, 
which consists of 'beliefs' about the other machine. A machine 
can be fed more, less, or the same information than another 
machine. Let us look at the case in which the beliefs 'fed' to each 
machine are the minimal set consistent \vith successful backward 
induction. Each player can infer about the other what her O\vn 
beliefs allow her to, and no more. In fact, this allocation of' 
beliefs is implicit in the classical solution. Assuming the players 
to be rational, beliefs are thus distributed: 

Player 1 believes Player 2 believes 

Evidently, player 2 does not know that 1 believes R2, nor that 1 
believes that she believes RI. But since she believes RI, she 
plays L at 121 [we assume that if a belief is consistent with 
reaching an information set, then that belief is maintained]. 
Given her belief that player 1 is rational, the only inference that 
2 can draw from being at 121 is that player 1 chose rl either 
because he does not believe that player 2 is rational (i.e., ""BIR2), 
or does not believe that 2 believes that he is rational (i.e., 
IVB1B2Rd or any combination thereof. Thus 2's beliefs and knowl
edge of the game allow the play of r1 by rational player 1, since 
her belief that 1 is rational is not contradicted by reaching 
information set 121. It follows that 2's rational response is still L. 
Player 1 does not know what 2 believes, but he believes R2 and 
B2R1; therefore he should play h, whereas 2 does not know that 
he should choose it. It must be noticed that the conclusion 
follows both from players' rationality and from distributed 
knowledge of beliefs (and iterated beliefs) among them. 

Common Knowledge 

Intuitively, one might expect that the more the players know 
about the theory of the game, the more enhanced their (and the 
theory's) predictive capability would be. That is, the more the 
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players know about each other's knowledge and beliefs, the more 
they become able to fully replicate the opponent's reasoning. 
Yet, as Reny has shown, assuming the players to have common 
h:nowledge of the theory of the game makes the theory inconsis
tent at some information set [Reny: 1987]. In fact, Reny's result 
can be obtained even if one assumes that the players only have 
common know ledge of the theory's hypotheses regarding their 
beliefs [Bicchieri: 1989]. That is, all players know that all players 
believe that 'RlI\R2AB2Rl' is true, and they all know that they all 
know, ... ad infinitum. From this assumption, common knowledge of 
rationality naturally follows. To see why common knowledge of 
beliefs leads to an inconsistency, let us detail what each player 
knows under this condition: 

Player 1 knor-ls Player 2 kI1o~..fs 

To get the backward induction solution, such an infinite chain of 
beliefs is not even necessary. The players need only both 
believe that 'Rll\R2AB2Rl' is true. Thus player 1 should choose h 
at information set 111. Suppose that 121 were reached. Player 2 
believes RIABIR2AB1B2Rl. But, since her node has been reached, 
one or more of the conjuncts must be false. If it is the case that 
",BIB2Rt, then rational 1 may have played rt, but in this case 
player 2 will respond with L. If ",BIR2, it is also the case that 
rational 1 may have played r1, and again 2 will respond with L. 
Only were ",R1 to be assumed would 2 respond to 1'1 with R. 

But can ""Rl be assumed? Both players are rational; each 
knows he is rational, but does not know that the other is 
rational. So much is postulated by the theory of the game. If 
common knowledge of beliefs is the case, each player ,vill know 
that the other believes himself rational. Whereas one cannot be 
rational without knowing it (there is no such thing LOas 'uncon
scious' rationality), does knowing that somebody believes himself 
rational mean knowing that he is in fact rational? In general, the 
fact that somebody believes that p in no way implies that that 
person knows p, for one may know only true things, but believe 
many falsehoods. If p were false, one could not know that p, but 
still believe that p is the case. 
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Yet the implicit and explicit assumptions that game theory 
makes abol1t the players allow one to infer from i's belief that he 
is rational that i knows that he is rational. Let us consider them 
in turn. (i) Throughout game theory, it is implicitly assumed that 
the meaning of rationality is common knowledge among the 
players. The players know that being rational means maximizing 
expected utility, and know that they know, ..... Were a player to 
use another rule, he would know he is not rational (as one 
cannot be 'unconsciously' rational, one cannot be 'unconsciously' 
not rational). A fortiori, he could never believe he is rational. 
S till, it is possible that a player is rational but lacks the 
calculating capabilities required to compute the equilibrium 
solution (or solutions), or has a mistaken perception of his 
payoffs and strategies. In this case, knowing that i is rational is 
not sufficient to predict his moves. We thus need to add the 
following clauses: (ii) the players are perfectly able to follow 
through the reasoning process, as complicated as it may be, and 
(iii) the players have k-th level kno,,,ledge of the complete 
description of the game. This means each player knows his ,(and 
the other's) payoffs and strategies, and knows that the other 
knows, ... And this rules out misperception. 

If common knowledge of their respective beliefs thus implies 
common knowledge of rationality, it follows that ",RI cannot be 
assumed. But then, of course, player 2 cannot assume 1 not to 
believe R2, nor can she believe that 1 does not believe B2 RI. If 
rationality is common knowledge, the conjunction RIAR2AB2RI must 
be true, but then a deviation from equilibrium is inconsistent 
with rationality common knowledge. Player 1 knows that 2 will 
reach some conclusion, but he is unable to tell which one. 
Indeed, allowing common knowledge of beliefs destroys common 
knowledge of rationality.4 

A theor.Y of belief revision 

It has been suggested that the only solution to the above 
problem is to abandon either the assumption that the players are 
rational, or the common knowledge assumption [Reny: 1987]. As I 
have shown elsewhere, common knowledge of beliefs (and there
fore of rationality) is neither necessary nor sufficient for the 
backward induction solution to obtain [Bicchieri: 1989]. The 
problem raised by Reny, however, is more general. Is it really 
the case that, in the kind of games we are considering, common 
knowledge of rationality alwBYS leads to inconsistencies? In what 
follows, I argue that it need not, in that a richer theory of the 
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game can contain both players' rationality and common know l
edge of it. 

We may start by considering that when a player has to 
choose a move, he will ask himself what the other player would 
do in response to his choice. In Glf for example, player 1 must 
know that 2 would respond with L to 1'1 in order to choose h. To 
be able to decide how another player would react to one's choice, 
each player has to ask how another player would explain an 
unexpected move or, in other words, how a deviation from the 
equilibrium strategy would be interpreted. Before the game is 
played, each player will have a model of the game which includes 
some beliefs about the other player's beliefs and rationality. 
Given that players' mutual beliefs are not common knowledge, we 
know that each player will be able to infer from his model the 
unique equilibrium solution. 

Asking what would happen were a deviation from equilibrium 
to occur means asking - from the viewpoint of the model of the 
game - a counterfactual question. In order to answer it, a player 
has to revise his original model so as to accommodate the ante
ceden t of the counterfactual, and then look for the consequent 
in the revised model. There will in general be many ways to 
revise one's model. The theory of belief revision proposed here 
fulfills two desirable requirements: (i) the original model should 
be revised so as to maintain consistency, and (ii) the revised 
model should seek to explain deviations in a way that is com
patible with players' rationality. These requirements, it must be 
noted, capture some important features of the idea of 'ration
alizability'. (i) corresponds to the requirement that a player 
should not entertain a belief that does not reach the information 
set at which he is [Pearce: 1984, p. 1041]. (ii) is analogous to 
requiring that if an information set can be reached without 
violating any player's rationality, then the conjecture held at 
that information set must not attribute an irrational strategy to 
any player [Pearce, ibid.]. Since I have extensively discussed 
this theory of belief revision and its implications for game 
theory elsewhere [1988a], I shall only outline here the bare 
essentials. 

The best known model of belief change is Bayesian condi
tionalization. But conditionalization only applies to changes of 
beliefs where a new sentence is accepted which is not inconsis
tent with the initial corpus of knowledge, while the type of belief 
change we are discussing involves a sentence that is not a 
serious possibility, given the background knowledge of the 
players. Thus the type of belief change we are discussing 
requires one to accept less than one did before in order to 
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investigate some sentence that contradicts what was previously 
accepted. Such changes are fairly common in hypothetical rea
soning, and have been variously called "question opening" 
[Harper: 1977] and "belief contravening" [Rescher: 1964; Levi: 
1977]. Gardenfors [1978, 1984] has proposed a model of belief 
change which specifically focuses on the faciors governing 
changes of beliefs when earlier accepted beliefs are contracted 
in order to add a new belief which is inconsistent with the 
previous belief system held by the agent. 

We assume each player i to start with a model of the game, 
denoted by Mio. This model is a state of belief, representable as a 
set of sentences expressed in a given language L. L is assumed 
to be closed under the standard truth-functional connectives 
and to be ruled by a logic L which contains all truth-functional 
tautologies and is closed under Modus Ponens. 

The weak rationality conditions that Mio has to satisfy are 
spelled out in Gardenfors [1978, 1984] .. Such a set, it must be 
added, consists of all the sentences that an agent accepts in a 
given state of belief, where 'accepting' a sentence means having 
full belief in it, or assigning to it probability one. Of course, 
some of the accepted sentences may be probabilistic judgments, 
such as probability assignments to other players' types or 
strategies. What matters is that in an agent's state of belief all 
such assignments will have probabilit.y one. 

The initial model of the game Mio (i=1,2) will contain state
ments describing the rules of the game, the players' strategies 
and payoffs, and statements to the effect that the above state
ments are common knowledge. Since we do -hot want beliefs to be 
common knowledge, let us assume that the following set of 
sentences is also part of the model, but that the model contains 
no sentence saying that the following sentences are common 
knowledge: 

(i) the players always play what they choose at all nodes; 
(ii) 'RIAR2AB2Rl' at all nodes; 
(iii) player 1 chooses It; 
(iv) player 1 plays It; 

To decide what to do, a player will ask himself what the other 
would do if he were to reach an unexpected information set, that 
is, an information set that would never be reached if the equi
librium were· played. In order to consider the possibility of a 
deviation occurring, the player has to eliminate from MiD all those 
beliefs which entail the impossibility of that· deviation. The 
player will thus have to contract his original belief set by giving 
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up his belief in sentence (iv), but since he has to comply with 
the requirement that a belief set be closed under logical conse
quence, he may have to relinquish beliefs in other sentences as 
well. 

There will in general be many ways to fulfill this require
ment. For example, since (iv) is implied by the conjunction of (i) 
and (ii), eliminating (iv) implies eliminating the conjunction of (i) 

and (ii). This means eliminating (i), or eliminating (ii), or elimi
nating both. In turn, since (ii) is itself a conjunction, eliminating 
it means eliminating any number of its conjuncts. Besides main
taining consistency, it seems reasonable to require belief 
changes to satisfy a further rationality criterion: that of avoid
ing unnecessary losses of information. In this case, the players 
face two "minimal" choices compatible with the elimination of (iv): 
either (i) and (iv) are eliminated, or (iv) and one of the state
ments in (ii). 

A criterion of informational economy can be interpreted in 
several ways. If we think of information as an 'objective' notion, 
the information contained in a corpus of knowledge is a charac
teristic of that corpus independent of the values and goals of 
the agents, whereas informational value is the utility of the 
information contained. That a piece of information is more 'useful' 
than another does not mean that it is better confirmed, more 
probable or even more plausible. Following Levi [1977, 1979], we 
may distinguish between degrees of acceptance and degrees of 
epistemic importance. If we define Mi as a set of sentences whose 
falsity agent i is committed to discount as a serious possibility, 
all the sentences in Mi will have the same degree of acceptance, 
in the sense that all will be considered maximally probable, but 
their degrees of epistemic importance (or epistemic utility) will 
differ according to how important a sentence is to inquiry and 
deliberation. For example, if explanatory power is an important 
element in an agent's decision-making framework, then a lawlike 
sentence will be epistemically more important than an accidental 
generalization, even if their relative importance cannot be mea
sured in terms of truth values, since the agent will be equally 
committed to both insofar as they are part of his belief system. 

When MiD is contracted with respect to some beliefs, we 
obtain a new belief set Mil which contains less information than 
the original belief set. The 'objective' notion of information 
allows partial ordering of belief sets with respect to set inclu
sion: if M is a proper subset of M', the information contained in 
M' is greater than the information contained in M. Minimum loss 
of information in this sense means eliminating as little as pos
sible while maintaining consistency. Considering the utility of 
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information instead means eliminating first all those sentences 
which possess lower informational value [Levi: 1977, 1979; 
Gal'denfors: 1984]. It must be noted that introducing a criterion 
of informational value mayor may not complete the partial 
ordering with respect to information: whenever M is a proper 
subset of M', the informational value carried by M' cannot be less 
than that carried by M, but it may well' be the same. 

The changes of beliefs we are discussing involve accepting a 
sentence the negation of which was earlier accepted; such be
lief-contravening changes can be better analyzed as a sequence 
of contractions and expansions, as has been suggested by Levi 
[1977]. Let us denote the contraction of a belief set M with 
respect to a sentence A by M-A. The expansion of a belief set M 
with respect to a sentence A will be denoted by M+A. The minimal 
set of weak rationality conditions that both contractions and 
expansions of belief sets have to satisfy are discussed in 
Gardenfors [1984]. 

Suppose IVAsM. Then in order to add a belief contravening 
statement A, one will first contract M with respect to IVA, and 
then expand M-GA by A. By definition, MA=(M-GA)+A. We may call the 
revised belief set M-GA a coun terfactual change of M. Indeed, 
when a player asks himself "if there were a deviation from the 
equilibrium strategy It, then ... " he is asking a counterfactual 
question (from the viewpoint of the model of the game he starts 
with), answering which means first contracting and then ex
panding his original model of the game. A basic acceptability 
criterion for a sentence of the form "if A were the case, ,then B 
,,,ould be the case" is that this sentence is acceptable in relation 
to a slate of belief M if and only if B is accepted in the revised 
belief set MA which results from minimally changing M to include 
A (i.e., iff BsMA ). 

It remains to be established how the revised belief set is to 
be constructed. Supposing we want the contraction of the belief 
set M with respect to IVA to be minimal, in order to lose as little 
informaLion as possible, we will want M-GA to be as large a subset 
of M as possible. Gardenfors has suggested that we define M-GA 
as mCLYimally consistent with A in relation to M iff for every B s 
M and tM-GA,(B-IIVA)sM-GA. Thus, if M-GA were expanded by B, it 
would entail .vA [Gardenfors: 1984]. Still there might be many 
subsets of M which are maximally consistent with A.5 This means 
that the players may not revise their beliefs in the same way, 
thus ending up with the same solution. 

Wanting the ordering of maximally consistent contracted 
belief sets to be complete provides a good reason to introduce 
further restrictions. Another reason for supplementing the cri-
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terion of maximal consistency is the following: suppose that the 
statement A is contained in a corpus of knowledge flt1 and that 
there is a statement B which has 'nothing to do' with A. Then M 
will also contain both disjunctions AvB and Av"'B. If 1"1 is mini
mal1y contl'aciedwith respect to A, then either AvB or Av",B 
will belong to f'v1-A. If 1''l-A is expanded by ",A,(f'v1-A)+GA will contain 
either B or !VB. Hence revised belief sets obtained from maximally 
consistent contractions will contain too much, since for every 
sen tence in L, either it or its negation will be in the revised 
belief set. 6 

Since different contraction strategies will differ from one 
another with respect to the loss of informational value incurred, 
it seems reasonable to supplement maximal consistency with a 
criterion of minimum loss of informational value. It remains to be 
established how one can order sentences according to their 
informational value or epistemic utility. If we admit that all the 
sentences in an agent's belief set are equally acceptable, it "\vill 
be impossible to discriminate among them in terms of probability, 
evidential support, or plausibility. When judging the loss of 
informational value caused by a contraction, what is at issue is 
not the truth value of the different items, but their relative 
importance with respect to the objectives of the decision maker. 
As Isaac Le"'"i puts it, informational value is "partially dependent 
on the demands of the inquiries which X regards as worth 
pursuing at the time. Thus, the simplicity, explanatory power 
and the subject matter of the hypotheses contribute to their 
informational value" [Levi: 1984, p.169]. 

Informational value, in this interpretation, is a pragmatic 
concept. Depending on the context, certain statements will be 
less vulnerable to removal than others, and in any context it will 
generally be possible to order the statements with respect to 
their epistemic importance. I shall assume the order of epistemic 
importance to be complete and transitive. 7 A rational player "\vill 
thus modify his beliefs according to the following rules 
[Bicchieri: 1988a]: 

HI. Any revised belief set should satisfy weak rationality criteria 
[Gardenfors: 1984], 
R2. From the set f'v1-GA of all maximally consistent contractions of 
1"1 with respect to <vA, select the subset M*-GA of the 'most 
epistemically importanf belief sets with the aid of the criterion 
of minimum loss of informational value,s 
R3. The new contracted belief set M-GA should include all the 
sentences which are common to the elements of M*-GA, i.e., M
GA=nM*-GA,9 
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R4. Expand the belief set M-GA thus obtained by A. 

It must be noticed that while Rl corresponds to the weak 
rationality criteria imposed on belief sets, R2 involves a 
stronger, substantive rationality criterion. It implies, for ex
ample, that it is always possible to 'objectively' define relative 
epistemic importance, however pragmatic and context-dependent 
it may be. In any given game, the ordering of sentences with 
respect to epistemic importance must be unique, or the players 
may never get to converge to the same interpretation of a 
deviation from equilibrium. R2 says that a criterion of epistemic 
importance may not avoid ties, in that there might be several 
belief sets that are 'most important' in this sense. If there are 
ties, R3 says that the contracted belief set should include all the 
sentences which are common to the 'most important' belief sets. 
We assume these rules to be common knowledge among the 
players. 

If we return to our example, we can imagine player 2 decid
ing how to contract her original model M20 with respect to 
sentence (iv) in order to retain consistency. If M20 is retracted 
according to R2, she is left with several maximally consistent 
belief sets: Ml={(ii) and (iii)}; M2={(i) and 'RIAR2'}; M3={(i) and 
'RIAB2Rl'}; M4={ (i) and 'R2AB2Rl'}. 

To complete the ordering, she has to assess whether one of 
the contractions entails a greater loss of informational value 
than the others. If there is a tie, she proceeds to apply R3. The 
last step consists in adding to the belief set thus obtained the 
negation of sentence (iv). 

Player 2 will then choose that strategy which is optimal with 
respect to her revised belief set. 

Ml entails substantial informational loss, since eliminating (i) 

introduces an ad hoc element into the explanation of behavior. 
Retaining the assumptions that player 1 is rational and chooses 
to play the equilibrium strategy means eA-plaining a deviation as 
the effect of a random mistake (indeed, systematic mistakes 
would be incompatible with rationality). Thus even if player 1 
were to make a long series of mistakes, these would be inter
preted as random and uncorrelated, and each one would have to 
be separately explained. Since an arbitrary pattern is made 
compatible with rational behavior, this explanatory strategy 
undermines the strength of a principle of rationality. 

Contractions M3 and M4 involve an even greater loss of 
informational value, since in both cases it is assumed that one of 
the two players does not believe the other to be rational. If 
rationality is abandoned, predictability is lost, too. M2, on the 
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contrary, retains both the assumption that both players are 
rational and the behavioral regularity (i). If M2 is expanded with 
respect to lV(iv), player 2 will interpret a deviation by 1 as an 
intentional action, compatible with 1 being rational. Pla~"er 2 will 
keep believing that 1 is rational, that 1 believes that she is 
rational, and that 1 does not make mistakes. Player 1 deviates 
because he does not believe that 2 believes he is rational, hence 
2 will respond with L. 

Even if we assume the players to have common knowledge of 
RI-R4, Lhey will not attain common knowledge of the revised 
model they will both adopt. This happens because, even if R1-R4 
are common knowledge, it is not common knowledge that 2 
believes 1 to be rational, since this is not required by RI-R4. 
Since B2 Rl is not common knowledge, it can only be common 
knowledge that, were 2 to beh"eve that 1 is rational, her revised 
belief set would be M2. But, as far as 2 knows, 1 might not 
believe B2 Rl. Player 1, in turn, believes R2AB2Rl, but he does not 
know whether 2 believes that he believes R2AB2Rl. If 2 were to 
believe that 1 believes R2AB2RlJ she would play L, and if she were 
not to believe that 1 believes R2AB2RI, she would still retain the 
belief that 1 is rational, and thus play L. Therefore 1's conclu
sion is to play h, which is precisely "\...rhat the backward induc
tion theory predicts. 

Suppose now that both R1-R4 and Mio are common knowledge 
among the players. Now of course the revised belief set will be 
common knowledge among them, too. Does this make the theory of 
the game inconsistent at some information set? 

Since Mio is now common knowledge, a new ordering of the 
contracted belief sets with respect to epistemic importance is 
necessary. If M2 is adopted, it is the case that ",B1B2 RI, which 
means that rational 1 has played rl, and player 2 will respond 
with L. If M3, then ",BIR2, which also means that rational 1 has 
played rl, and again 2 will respond with L. In both cases this 
conclusion is common knowledge, which makes 1's deviating from 
It incompatible with his being rational. The same is obviously 
true for contraction f\14. All these contractions involve the same 
loss of informational value, since upholding one of them would 
imply that at information set hI player 2 would have the follow
ing pair of inconsistent beliefs: . 

B2RIAB2(Rr-i .vB2Rl). If the second belief is true, it is not 
possible that 2 believes 1 to be rational, since that very belief 
implies that 1 is· not rational, contrary to what 2 believes. 
Maintaining one of the above contractions would thus render the 
theory inconsistent at node 121 

The contraction involving the least loss of informational 
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value is now MI, since eliminating a behavioral regularity (i.e., 
'the players always play what they choose to play at all nodes') 
is better than having to abandon rationality. Indeed, if one of 
the other contractions were adopted, either there would be an 
inconsistency in the theory of the game, or. the assumption of 
rationality would have to be abandoned: The belief revision 
model therefore recommends choosing MI. Since this is common 
knowledge, it is also common knowledge that 2 will respond to a 
deviation from equilibrium with L, and therefore 1 will have no 
incentive to deviate. 
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NOTES 

1. While the first definition of common knowledge is found in 
Lewis [1969], its application to game theory is due to Aumann 
[1976]. For recent work on common knowledge, see Branden
burger and Dekel [1985], and Tan and Werlang [1986]. 

2. The importance of modeling the process of belief revision 
has been explicitly recognized by Pearce, when stating that 
"The possibility of collapsing series of choices into timeless 
contingent strategies must not obscure the fact that the 
phenomenon being modeled is some sequential game, in which 
conjectures may be contradicted in the course of play" 
[1984: p. 1041]. 

3. The language in which we express game theoretic reasoning 
is a propositiorial modal logic for m agents. Starting with 
primitive propositions p, q, ... , more complicated formulas 
are formed by closing the language under negation, con
junction, and the modal operators Bl ... Bm and Kl ... Km 
[Hintikka: 1962]. 

4. From the result that common knowledge of rationality mates 
the theory of the game inconsistent, Reny has inferred that 
the players may have an incentive to create an environment 
in which common knowledge is no longer possible [Reny: 
1987]. However, if rationality were common knowledge it 
would also be common knowledge that player 2 would not 
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know how to interpret a deviation on the part of 1. That is, 
it would be common knowledge that the theory of the game is 
inconsisten t, and therefore that 'anything can happen'. Thus 
a 'deviation' on the part of player 1 is not necessarily 
interpreted as a signal by 2 [Bicchieri: 1988b]. 

5. The maximally consistent contractions have been subse
quently called "maxichoice contractions" by Alchourron, 
Gardenfors and Nakinson [1985]. 

6. This difficulty is pointed out in Gardenfors [1984] and in 
Alchourron, Gardenfors and Nakinson [1985]. 

7. A similar proposal is found in Gardenfors [1984]. 
8. Being able to order sentences by epistemic importance does 

not give an ordering of sets of sentences. Since the sets we 
are considering are finite, though, we can identify the 
informational value of a set of sentences with the informa
tional value of the sentence which is the conjunction of all 
the sentences contained in the set. I am grateful to Michael 
Bacharach for pointing this out to me. 

9. This type of contraction function is outlined in Gardenfors 
[1984] and its properties are spelled out in Alchourron, 
Gardenfors and Makinson [1985]. 
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