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SCIENTIFIC CHANGE AND INTENSIONAL LOGIC 

Antti Hautamiiki 

In this paper an analysis of scientific theories anq theory 
change including meaning change is presented by using intensional 
logic. Several cases of scientific progress are distinguished and special 
attention is given to incommensurability. It is argued that ,in all 
cases the comparison of rival theories is possible via trans~atiory. 
Finally two different forms of theory-Iadenness of observatioTI:--1(re 
analysed. 

1. One of the most disputable questions in modern philosophy 
of science is the one of incommensurability. One argument for 
the incommensurability of successive scientific theories is the claim 
of meaning change presented by Feyerabend and Kuhn. They have 
claimed that changes in theory result in changes of meaning: 
meanings are theory-dependent 1 • The incommensurability-thesis 
remains, however, vague until some theory of meaning and meaning 
change is adopted. Only on the basis of a meaning-theory can such 
related questions like the separation of a factual and a conventional 
(analytical) component of an empirical theory and the intertrans­
latability of the languages of different theories be settled2 . 

Carnap has proposed that the factual and conventional 
component in a .theory can be distinguished by using Ramsey 
sentences3 • They can be presented as follows. If P is the conjunction 
of theoretical and correspondence postulates of a theory T, then 
Rp is a Ramsey sentence of T if Rp is obtained from P by proper 
simultaneous substitution of predicate variables for theoretical terms 
and by taking the existential closure of the formula thus obtained. 
Then the factual part of T is identified with the consequence class 
of Rp and its conventional part with the consequence class of Rp-+ P. 

Another way to represent the distinction of factual and con­
ventional component of theories is to express the conventional part 
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by meaning postulates, which must be separated from the factual 
and mathematical postulates of a theory4 . 

A more general way than these two is to use a set of models 
to represent the analytical component of a theory. For example 
P. M. Williams defines a semantical system or an interpreted language 
to ,be a trible rf., = <L,A,M>, where L is an elementary language, 
A is a set of structures for L that is closed under isomorphism and 
M k A.5 Now the theory of A, Th (A), is the set of analytic 
sentences of L, and Th(M) is the set of true sentences of L. Also 
D. Pearce and V. Rantala represent the analytical component of a 
theory by a class of models6 • 

The above approaches have their advantages but they have 
their drawbacks, too. First of all they don't refer explicitly to 
meanings, which makes it difficult to speak about meaning change. 
I think that a better way to handle meanings is to use possible worlds 
semantics and the means it offers to represent intensions7 . It is·very 
difficult to reach the advantages of intensional logic if it is started 
plainly from the extensional model theory. 

In chapter 2 I will give a short presentation of intensional 
semantics. The crucial thing is to decide how to present theories in 
possible worlds semantics. This is done in chapter 3. After that I am 
going to discuss about various relations of theories (chapter· 4). 
Chapter 5 is devoted to the problem of incommensurability. The 
problem of theory-ladenness of observation and the observational/ 
theoretical dichotomy is tackled in chapter 6. Let me note that the 
above problems are considered in this paper from the logical and 
theoretical point of view. It is a task of another paper to apply this 
approach to concrete, empirical cases. 

2. Possible worlds semantics of first order languages. 

In this paper I deal only with first order languages, but my 
treatment is to a great extent independent of this restriction8 . 

Every set of predicate and function symbols is said to be a language, 
Formulas of a language L are built by using symbols in L and logical 
symbols "', A, v, -+, # ~ =, V,:ti, x, y, x, ,." and parentheses (and) in 
a normal way9. The set of sentences of L is denoted by SL' 

We interpret first order languages by using possible worlds 
semantics. A triple F = <W,D,U> is said to be a frame if W is a non­
empty set (of possible worlds), D is a non-empty set (of possible 
individuals) and U is a function with domain W such that U(w) 
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(universum of w) is a non-empty subset of D (w E W). A valuation 
for L in F is a function f with domain L such that (i) whenever P 
is an n-place predicate symbol in Land w E W, f(P)(w) is an n-place 
relation on U(w), and (ii) whenever g is an n-place function symbol 
in Land W E W, f(g)(w) is an n-place function on U(w). The 
functions f(P) and f(g) are said to be the meanings of P and g relative 
to F and f. If F = <W,D,U> and f is a valuation for L in F, then 
<F ,f> is a model for L. The notions of satisfaction and truth at w 
in a model <F ,f> are defined as usual 1 o. We denote the truth set 
of a sentence! E SL relative to a mod~l <F,f> for L by ['P]f. The 
truth set [',0 lr is said to be the meaning of ',0 relative to F and f 
(relative to a model <F ,f». We generalize the notion of truth set to 
cover sets of sentences in a natural way: 

From this definition it follows that [0]~ = w. 
Now we define some important concepts. Let F = <W,D,U> 

be a frame and f be a valuation for a language L in F. Then the sets 

Th~(M) = {'P E SL : M ~ ['P];} , where M£. W, 

en; (X) = Th~ ([X];), where X C SL' and 

AnF = ThF(W) 
f J 

are called the theory of M, the set of consequences of X, and the set 
of analytic sentences relative to F and f respectively 1 1 • It is meant 
that analytical sentences are true in every possible world. 

3. Theories 

There is a considerable disagreement as to the structure of 
empirical theories 12. According to the 'statement view' theories 
are deductively closed sets of sentences of some formal language. 
After the 'structuralist view' of theories, theories are non-linguistic 
sets of mathematical structures. The 'structuralist view' represents 
the so called semantic conception of theories. The semantic con­
ception has been little concerned with the meaning of scientific terms 
and meaning change 1 3. This is a direct consequence of the 
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conception that theories are non-linguistic entities. 
Let me point out that D. Pearce and V. Rantala have proposed 

a new approach to the analysis of· theories, where they can maintain 
the structuralistic perspective on theories and re-introduce linguistic 
concepts at the same time 1 4. Their definition of theory is based 
on general model theory. According to them a theory is a quadruple 
T = < 'f ,N ,M,R> where 'f is a similarity type, N c Str (T), M eN, 
and R is a collection of relations on N. Here M represents T's ~laws' 
and N its analytical component 1 5 . 

Intuitively a theory consists of a set of concepts and a set of 
laws. The latter set specifies what is believed about the phenomena 
in the intended scope of the theory. My idea is to represent both 
components of a theory semantically as follows. First we construct 
a frame F = <W,D,U> that is sufficiently rich for representing the 
concepts and laws of the theory. For example, D can contain real 
numbers and triples of real numbers and so on 1 6. The set of 
concepts can be obtained with a suitable valuation function f in F 
for some relevant language L. L must contain at least one symbol for 
each concept of a theory; for example if a theory contains an n-place 
function then L must contain an n-place function symbol. A valuation 
function f is suitable if it assigns to every symbol of L an intensional 
relation or function, that expresses the intuitive meaning of the 
corresponding concept. It is crucial that .f assigns to corresponding 
symbols different values if the intuitive meanings of two concepts 
differ. This presupposes that there ,are in W so many worlds that 
always when two concepts differ it is possible to find a world, where 
the references of these concepts differ. So we have a meaning triple : 

intuitive concept - term t - meaning of t,Le.f(t). 
In formal presentation the meaning of t is -identified with the 
intuitive concept and so we can say that the range R(f) of f is the 
set of concepts of a theory. 

The set of laws of a theory is represented by a set M of possible 
worlds. Intuitively M is the set of those possible worlds which satisfy 
the laws of theory. The set M is not given linguistically by some set 
of axioms. In this respect I follow' the structuralist approach 1 7 • 

N ow I am ready to define what I mean by a theory. 
Let F = <W ,D, U> be a frame. A triple 

T = <L,f,M> 
is said to be a theory in F, if L is a language, f is a valuation for L 
in F and M is a subset of W.We shall say that L is the set of terms 
of T, f is the framework of T andM IS the set of T's models 18 • 
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The elements of SL are called sentences of T. The set ThT = Thf (M) 
is said to be the set of theorems of T and the set AnT = Anf is said 
to be the set of meaning postulates of T. If M =1= 0, T is said to be 
consistent. If T is inconsistent, then ThT = SL. 

The definition of theory given here can be compared to the 
standard notion of theory in formal logic 1 9 • There a formal theory 
is identified with a couple T = <L,X>, where L is the set of proper 
symbols of T and X is the set of axioms of T. Every model of L 
in which axioms are true, is a model of T. From these definitions it 
follows that formal theories cannot represent adequately intuitive 
theories and their concepts : L can namely be interpreted arbitrarily.. 
It has been said that the axioms ofa theory define implicitly the 
terms of the theory. But this is an illusion, because axioms put only 
purely formal constraints on models. Also the effort to give meaning 
to terms by a set of meaning postulates fails, because meaning 
postulates are only formal sentences2 o. In the approach I have pro­
posed a sentence is a meaning postulate only if it is true in every 
world and the set of possible worlds is specified without referring 
to meaning postulates. 

We do not meet the problem of empiric interpretation of 
theoretical terms, because we suppose that every term of a theory is 
previously understood and so we may construct the framework of 
the theory for the whole language L. It is just the framework that 
gives meaning to terms, not axioms or meaning postulates. 

The set M of T's models is not specified with a set of axioms. 
This is an important point, because only in this way we can exclude 
from the set M some unintended models that are, for example, 
isomorphic with some models in M. Moreover, in empirical theories 
the intended models are always partially specified by nonlinguistic 
means like pointing, measurements or operations. So we can think 
that M is specified by this kind of non-verbal means. Of course, 
sometimes the set M is axiomatizabledn the sense that there is a set 
X of sentences such that M = [X]i'. But I do not assume that every 
theory is so axiomatizable. Every sentence of L, that is true in all 
worlds in M, is a theorem of T. In this way theorems are semantical 
consequences of M. If M is not axiomatizable, then we can not 
express the notion of theorem in terms of deduction. 

What is novel in the above conception of theory, is first that 
theories are presented in the framework of possible worlds 
semantics.21 . This is linked with two points. 1. A set of possible 
worlds or a frame provides a kind of "state space" of the real world 
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or its aspects22 • We can think that always one state of this space is 
realized, viz. the actual world. 2. Concepts of theories are interpreted 
by intensional relations and functions, i.e. by functions that assign 
to every world a reference of a concept2 3. Another novel feature 
is that the interpretation of languages is not fixed in the frame, and 
so there is a great liberty to select an appropriate valuation when a 
theory is specified. Note that the same symbols can be interpreted 
in several ways. This makes it possible to study meaning change 
in great details. 

4. Relations of theories. 

How can different theories in scientif~c progress be compared? 
As we shall see theories are comparable if they can be represented as 
theories in the same frame. But can all theories be represented in the 
same frame? This may be practically impossible and thus a more 
reasonable assumption is that two (or more) rival theories within 
one discipline can be so represented. This can be done as follows. 
We select a set of possible worlds such that we can present every 
concept of both theories .. This means, firstly that the set D of 
possible individuals contains all the objects needed in both theories 
and secondly that if two concepts differ there must be a world 
where the extensions of these concepts differ, too. Finally we 
must express the laws of both theories by suitable sets of possible 
worlds. 

But is this assumption realistic in regard to the real scientific 
progress and its possible revolutions? I am going to show below that 
two theories can be incommensurable in a sense that will be specified 
later although the frame of both theories is the same. Thus my 
assumption does not exclude a priori any interesting case of scientific 
change. 

Let T = <L,f,M> and T' = <L',f',M'> be two theories in the 
same frame F = <W,D,U>. We shall suppose that T' supersedes T 
In the development of science and we shall indicate this by notation 
TIT'. 

We can compare T and T' in regard to their frameworks and 
to their. sets of models. As to frameworks the following two cases 
are important: f £ f' and f U f' is not a function. . 

If f c f' then we say that f' is an expansion of f and that f is a 
reduct of f'. If f' is an expansion of f then 

1. L ~ L', and 
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2. if s E L then f(s) = f'(s). 
If f u f' is a function, it is a valuation for L U L' and it is said to be 
a common expansion of f and f'. In expansion new symbols are 
added but the old symbo,ls retain their old meanings. 

If f U f' is not a function then there is a symbol s that is 
common to both theories, i.e. s E L n L', and whose meaning differs 
in the frameworks f and f' : 

f(s) =f= f'(s). 
Conversely, if the meaning of a symbol s differs in f and f' then 
f U f' is not a function. But if f u f'is a function then the meaning 
of every common symbol in T and T' is the same. Thus the criterion 
of meaning change is that f U f' is not a function. But does meaning 
change exclude the comparison of rival theories? Not at all, because 
we can, so to speak, compare theories at tnetalevel, i.e. "from out­
side,,24. We can proceed as follows. We construct a language L" 
and a 1-1 valuation function such that D(f") = L" and R(f") = 
R(f) u R(f'). Two translation functions Tr and Tr' may be defined 
as follows: if tEL and f(t) = f"(t"), then Tr(t) = t", and similar­
ly for Tr\ These functions can be extended easily to functions that 
translate every sentence of SL or SL' to a sentence in SL'" The 
above procedure means that we can always reconstruct two theories 
such that there is no meaning change between them and that the 
union f U f' of their frameworks is a function. 

It is best to compare sets of models in relation to different 
cases of scientific progress. Let me first consider some cases of 
cumulative change. We suppose that T' supersedes T, where 
T = <L,f,M> and T' = <L',f',M'>. 

a) f C f' and M = M'. 
In this case f' is an expansion of f and every theorem of T is a 
theorem of T' and every theorem of T' that is a sentence of L is also 
a theorem of T. So we can say that T' is a conservative extension 
ofT. 

b) f = f' and M' c M. 
In this case ThT can be a proper subset of ThT , but the meaning 
postulates of T and T' are the same: AnT = AnT" T' is said to be 
a factual extension ot T. 

c) fc f' and M' ~ M. 
Now ThT ~ ThT , and AnT ~ AnT" In this case we"say simply that 
T' is an extension of T. This kind of extension is a form of reduction, 
viz. homogeneous reduction, i.e. the language of T is a part of the 
language of T'2 5. In this case it is said that T is homogeneously 
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reducible to T'. One example is the reduction of Kepler's laws to 
classical mechanics. 

A more interesting form of reduction is the one in which 
the language of T is not a part of the language of T' : 

d) f 1- f', f u f' is a function and M' c M. 
The way to reduce T to T' is to replace T' with its conservative 
extension T" = <L",f",M' >, where L" = L u L' and f" = f u f'. 
N ow every theorem of T is a theorem of T" and of course every 
theorem of T' is a theorem of T" : ThT U ThT , ~ ThT". In this case 
we say that T is heterogeneously reducible to T'. An example of this 
kind of reduction is the reduction of thermodynamics to classical 
statistical mechanics. 

It seems to me that at least in the cases a)-d) the transition 
T IT' is a cumulative change. Let me turn now to non-cumulative 
change. One form of non-cumulative change is that where T and T' 
are in contradiction with each other. The necessary condition of 
contradiction is that 

e) MnM' = ¢. 
If MnM' = ¢, then T and T' are said to be jointly semantically 
inconsistent: both theories can not be true. But if T and T' have 
a common sub language Lo such that f and f' give the same meaning 
to every symbol in Lo ' and there is a sentence I{) in SLo such 
that 

f) I{)EThT and "-'I{)EThT , 
then we shall say that Tand T' are jointly syntactically inconsis­
tent26 • Note that the meaning of I{) is the same in both theories. 
Thus [I{)lf = W-["-'I{)]f, and MnM' = ¢ because Ms.[I{)]j and 
M'~ ["'I{) Jf,' So if theories are syntactically inconsistent they are 
also semantically inconsistent. The condition f) does not in itself 
guarantee· that theories are jointly inconsistent because in order for 
two theories to be jointly inconsistent the meaning of I{) must be the 
same in both theories. Without this, the contradiction can be only 
apparent. If f) holds and Mn M =/:= ¢' then the meaning of some 
common term must be different in T and T' and the meaning change 
occurs in the transition TIT'. 

In many applications theories T and T' have a common obser­
vational part in the sense that fnf' = fo is a valuation for the 
common 0 bservational language Lo = Ln L'. If it is so, the case f) 
above means that theories T and T' are observationally inconsis­
tent. Perhaps a more relevant case is the one where rival theories are 
not o!:>~ervational inconsistent but only incompatible in the following 
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senseL / • 

g) fnf' =1= £5 and there are sentences c.p and l/J in SLo where 
Lo=D(fnf'), such that c.p--*l/JEThT ,c.p--*"'l/JEThT , , and "'c.ptj. 
ThTuThT ,· 

Now theories T and T' can be consistent but if the sentence c.p turns 
out to be true, T and T' draw inconsistent conclusions from it and 
so sets ThTU (c.p) and ThT,U (c.p) are jointly syntactically inconsistent. 
The condition g) implies that M)t"M' and M'~ M. 

Sometimes two theories are in complete agreement on observa­
tional facts in the sense that the set Xo = ThTnThT , is a complete 
set of observational sentences (if c.pESLo then c.pEXo or '"'-'c.pEXo 
where Lo = D(fnf')). Now it is easy to prove a weak version of 
Robinson's consistency theorem. It states that, if T and T' are con­
sistent; then under the above suppositions T and T' are jointly syn­
tactically consistent. For proof, let us assume that there is a sentence 
c.pESLo such that c.pEThT and "'-'c.pEThT ,. Because Xo is complete, 
c.pEXo or "'c.pEXo ' In both cases one of theories T and T' must be 
inconsistent, contradicting the assumption of the theorem. For 
example, if c.pEXo ' then c.pEThrr , and T' is inconsistent. Note that it 
cannot be proved that T and T' are also jointly semantically con­
sistent. The reason for this is that W does not contain every Lo­
model in the sense of model theory28 . 

In the cases e)-g) we can speak about scientific revolution, 
at least. If in addition fuf' is not a function, we can speak about 
scientific revolution with meaning ch,ange. Of course, there are many 
other interesting cases of cumulative or revolutionary change in 
scientific progress. For example there are various correspondence 
relations and approximative reductions.2 9.1 cannot analyze these 
cases here, unfortunately. But let me handle now the question of 
incommensurability. 

5. Incommensurability. 

The crucial point in incommensurability is the view that a 
sufficiently radical shift from a scientific theory to its successor in­
volves a change in the meaning of the terms that are common to both 
theories. This view is called radical meaning variance view. I am not 
going to criticize the idea of incommensurability. Instead I try, to 
explicate the notion of incommensurability and to study whether 
incommensurable theories are incomparable. 

We shall say that theories T and T' are (semantically) in-
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commensurable if the concepts of T and T' are different. More exact­
ly, if T = <L,f,M> and T' = <L',f',M'> then the incommensurability 
of T and T' means that 

R(f)n R(f') = 0. 
Incommensurable theories speak about different things. If in 
addition Ln L' =I=- {2$, then the meaning of every common term has 
changed in the transition TIT'. Note that if T and T' are 
incommensurable then fnf' = ¢, because fnf' =I=- ¢ implies that 
R(f)nR(f') =I=- ~. So incommensurable theories cannot be syntactical­
ly commensurable. T and T' are said to be syntactically commensur­
able, if there is a common symbol in Land L', whose meaning is the 
same in both theories30 . 

Does incommensurability exclude comparison· of rival theories? 
No, because one may use the procedure presented in chapter 4 
and compare theories by translatio·n functions. Because R(f)n R(f') 
= 0, the sets Tr(SL) and Tr'(SL') are disjoint and so there can be 
no syntactical relations between theorems ·or analytical sentences of 
T and T'. But there can be semantical relations in the following 
sense. After translation the sentences of T and T' are all sentences 
of the constructed language L", and they can be compared as 
sentences of L". Following Williams we can distinguish several 
cases31 : let !pt = Tr(!p) and 1jJ t = Tr'(!J;) then 

-!p and tjJ are intertranslatable if !pt* !J; tEAn1" 
-l{J and 1/1 are inconsistent if "-'(!ptA!J; t)EAnf" . 
-l{J entails tjJ if !pt~!J; tEAnf". 

This proves that there can be even logical relations between sentences 
(theorems) of incomlnensurable theories. For example, if l{J is a 
theorem of T and !J; is a theorem of T' and if they are inconsistent 
in the above sense, then clearly T and T' are jointly semantically 
inconsistent. Similarly T' can be an extension of T or T can be re­
ducible to T' and so on. But it is true that the terms of T cannot be 
translated into terms of T', if T and T' are incommensurable. In 
spite of this it can be possible to translate a term of T into a more 
complex expression of T,32. 

There is one case in which logical connections between in­
commensurable theories are absent. It is the case in which M and M' 
are overlapping : 

MnM' =I=- !i>, MtM' and M~M. MWM' 
If M and M' are overlapping, T and T' are not identical, they are not 
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in contradiction, they are not reducible to each other and so on. 
In this case we can say that T and T' are independent33 . But it seems 
to me that independent theories belong to different disciplines and 
that hardly any real transition TIT' in one discipline can be such 
that T and T' are independent. 

6. Theory-ladenness of observation 

Hanson and Kuhn among others have put forward the thesis 
that observation is theory-laden: adherents to different theories 
will observe different things when they view the same phenomena34 . 

Let me present an analysis of phenomena. For this purpose I recall 
that W is a "state space" and that always one state is realized. This 
state is called an actual world and it is denoted bya. We call every 
subset E of W an event (a state of affairs). We say that an event E 
occurs if aEE. An event E is called a phenomenon relative to a 
theory T = <L,f,M> if there is a sentence cp of the observation 
language Lo~ L of T such that E =. [cp]t. The idea is that if a pheno­
menon E = [cp]f relative to T occurs then the observation report cp 
is justified in principle by observation35 . If T' = <L',f',M'> is 
another theory then events that are phenomena relative to T and 
events that are phenomena relative to T' are in general different. At 
least in this sense observation is theory-laden. But there are other 
and more interesting senses too. 

In the above case of theory-ladenness of observation the obser­
vation reports do not depend on the "laws" of a theory. All what is 
needed is the "framework of a theory. So the truth values of obser­
vation reports are independent of the truth value of a theory. But let 
me consider the following case : 

- tp is an observation sentence, cpESLo 
- it is consistent with T, [cp]f n M =1= 0 
-1/1 is a sentence of L, ljJESL 
- it is not a theorem of T, ljJ >t=ThT 
- tp-+ ljJ is a theorem of T, cp-+ ljJ EThT 
- it is not an analytical sentence, cp-+ ljJ ~AnT. 

If these assumptions hold then ljJ follows from cp assuming T. I think 
that it is natural to call the set of all suchljJ 's the interpretation of 
tp relative to T. Now it is evident that the interpretations of an obser­
vation report cp may change relative to different theories. I find that 
the notion of interpretation is a quite good explication of theory­
ladenness of observation3 6. 
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A more relevant account is reached.when it is discovered that 
there are two kinds of theoretical terms : those that refer to un­
observable objects only, like 'electron', 'gene', and those that also 
refer to some observable objects, like 'magnetic' and 'intelligent,37 . 
Let us say that terms of the second kind are quasiobservational. 
It seems to me that so called natural kind terms, like 'tiger', 'lemon' 
and 'water' are not observational but theoretical and very often 
quasio bservational terms38 . Normally we are using just natural kind 
terms in our observation reports. The point is that application of 
quasiobservational terms in some situation depends on theories and 
observations. If the sentence 1/J above contains quasiobservational 
terms and perhaps some observational terms, then if our obser.vations 
show that l{J is true and we give ljJ a.s our observation report, then our 
report is true provided that our theory is true. Because 1/J is a quasi­
observational sentence it can be that there is no direct observational 
evidence for or against it. So 1/J is strongly theory-laden. 

Let me make the last point more precise as follows. It can be 
said that worlds wand w' are f-identical, w=fw', if 

1. U(w) = U(w') and 
2. f(s)(w) = f(s)(w') for all sEL=D(f). 

That means that wand w' are "isomorphic" L-structures. Now ifLo 
is the set of observational terms of a theory T = <L,f,M> and if 
fa = flLo then one way to characterize T-theoreticity of T's theo­
retical terms is this: 

(T) there are two fo-identi~al .worlds wand w' in W for all 
theoretical terms t in L-Lo such that f(t)(w) =I- f(t)(w'). 

It follows from (T) that theterm t is undefinable from observational 
terms. This means that there is no formula l{J of the language Lo 
such that 

VX(l{J(x)B-tx)EAnT or VXy(l{J(x,y)B-y=tx)EAnT 
where x is a sequence of variables and t is a predicate or function 
symbol, respectively. So it is impossible to know a priori merely on 
the ground of observation whether t applies or not. In this sense its 
application presupposes the validity of T. But the principle (T) does 
not exclude that for some 0 bservatiorial formula .l{J it holds 

Vx( l{J (x )-+tx )EAnT· . 
If it is so then we know a priori that t applies when observational 
condition l{J is satisfied. To exclude also this possibility we state a 
stronger principle of T-theoreticity 3 9 : 

(T') For all theoretical terms t and for all worlds wEW there is 
a world w'EW such that w=fo w' and f(t)(w) =I- f(t)(w'). 
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The principle (T') implies that only theory can provide criteria of 
the application of theoretical terms4 o. 

7. Concluding remarks. 

The analysis of theories, meaning change, observation and 
scientific progress presented above is tentative and its main purpose 
is to show that new insight into the topic of scientific change can be 
gained by using possible worlds semantics. I think that the most 
important novel feature in my analysis is that the valuation function 
(the framework of theories) assigns to terms intensions, i.e. concepts, 
not their extensions. With this feature I can express meaning 
change and what aspects of possible worlds are considered relevant 
by theories. This means that the role of a framework is twofold : 
1. it gives a meaning to every term of a theory and 2. it selects 
relevant aspects of worlds. A framework represents the conventional 
part of a theory while the set of models of a theory represents its 
factual component. 

There are many problems that my presentation leaves open. 
One crucial problem is the physical interpretation of theories. 
Without it theories are not scientific empirical theories41 . This 
problem must be carefully distinguished from another open problem, 
namely the problem of theoretical-observational-distinction42. 
I have supposed that within a theory we can divide terms into 
observational terms and theoretical terms. I did not suppose that 
there is an observational language that is common to all theories. 
My two principles of T-theoreticity presuppose that the division of 
terms is given, not absolutely but relative to theories. But is the 
division of terms possible even in this relative sense? There is no 
convincing answer to this question in literature. I believe that by 
developing further this approach, more light can be thrown on these 
problems too4 3 . 

University of Helsinki 
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NOTES 

1 See Kuhn (1970) pp. 266--267. 

2Cf. Suppe (1974) pp. 202-203. 

3See Carnap (1958), (1963). 

4See Carnap (1952). 

5 See Williams (1973). 

6See Pearce & Rantala (1981). 

A. HAUTAMAKI 

7 Outlines of possible world.s semantics can be found in Montague 
(1974), Introduction and chapters 3.-5. 

8 For most parts of our analysis it is enough that any set of sentences 
based on symbols in L and a satisfaction relation between sentences 
and possible worlds are given, cf. Feferman (1974). 

9See Montague (1974) pp. 97--98. 

1 OSee Montague (1974) pp. 99--103. Note that we do not use in­
tensional operators in this study, although they are very useful in 
the analysis of scientific concepts, cf. van Fraasen (1979). 

1 1 Cf. Williams (1973). 

12See Suppe (1974) pp. 16--61 and 221-230, and Suppe (1979). 

13See Sl.lppe (1979) pp. 320 and 326. Note that Suppe's notion of 
semantic conception of theories is controversial. 

14See Pearce & Rantala (1981). 
151 shall apply the analysis of Pearce and Rantala by identifying 
N with a set of possible worlds, taking ,,- to be a set of predicate and 
function symbols and omitting R entirely. The set R can be in­
corporated into possible worlds semantics like Montague does, cf. 
Montague (1974) pp. 113-115, where Montague introduces a set of 
accessibility relations. 

1 6By a suitable choic.e of the domain D we can present even within 
first order logic non-trivial scientific theories, cf Montague's article 
'Deterministic Theories' in Montague (1974). 

1 7 Cf. Stegmliller (1979). In fact I follow more clo'sely Pearce and 
Rantala (1981), for in their presentation M is a set of structures of 
a given type r. 

18 Rantala & Pearce suppose that M is closed under isomorphism, 
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but I find this supposition too strong, for the domains of isomorphic 
models can be fully different. We suppose only that if a world 
wEM and w' is identical with respect to f, with w (i.e. U(w)=U(w') 
and f(s)(w)=f(s)(w') for all sEL) then w'EM. 

1 9 See for example Margaris (1967) chapter 3. 

20 For this reason I do not accept Przelecki's and William's effort 
to give meaning to theoretical terms by meaning postulates, see 
Przelecki (1969) and Williams (1973). 

21 As far as I know there is no other attempt to define generally a 
concept of theory within possible worlds semantics. Cf. however 
Bressan (1974), where he presents a general modal language and 
some of its applications to physics. But. Bressan does not handle 
pro blems of scientific change. 

22Van Fraassen and Suppe construe theory structures as con­
figurated state spaces, but their presentation is purely "semantical" 
without linguistic elements like terms or sentences, see van Fraassen 
(1980) and Suppe (1974). 

23 Agazzi proposes the replacement of the extensional viewpoint 
with a more effective intensional one, but he advocates the intro­
duction of meanings for 'basic predicates' by means of operational 
definitions, see Agazzi (1976). 

24 Cf. Przelecki (1979) p. 352. 

25 For different kinds of reduction see Krajewski (1977). 

26Cf. Williams (1973a) p. 362. 

27 Cf. Przelecki (1977) pp. 359-360. 

28Cf. the formulation and the proof of Robinson's consistency 
theorem in Kleene (1967) pp. 368-369. 

29 For these see Krajewski (1977) chapter 4. 

30 One can feel that this definition of commensurability is too 
weak, because it says nothing about common domain or common 
references of terms. But I find the talk about common references 
problematic, for we do not know what the actual world is and so 
we can not know what the actual references of terms are. The subject 
matter of theories can be identified only intensionally: for example, 
two theories are both dealing with microparticles and their subject 
matter is partially the same if both theories have the same concept 
of microparticles. It is impossible to know the "real" reference 
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class of this concept. But note that although both theories have the 
same concept of microparticles the "laws" of theories can be 
different, i.e. they "believe" different things about microparticles. 

31 Williams (1973a) pp. 360-361. 

32Cf. the critique of meaning variance in Levin (1979). 

33r mean that T and T' are independent if they are incommensurable 
and M and M' are overlapping.- Such theories speak about different 
things and they can be both true or both false or one can be true and 
the other· false. The heliocentric theory and quantum mechanics 
are independent in this sense. 

34See Suppe (1974) pp. 191-199. 

35We can also say that if an event is a phenomenon relative to T, 
it is in principle observable. What a scientist observes is normally 
only a part of all observable occuring phenomena and so observation 
is a matter of selection. This selection does not only depend on 
theory but also on practical interests. 

36Normally scientists are interested in the interpretations of obser­
vations and they are disposed to "see" and report their observations 
in terms of the elements of interpretation, i.e. their report is I/J not 
l{J. Cf. Krajewski (1977) pp. 60--63. 

37See Przelecki (1969) pp. 48 and 85. 

38See Putnam (1975) chapter 12 and especially p. 225. 

39This definition is an analogy of Sneed's notion of T-theoreticity. 
Sneed's idea is that exactly those functions whose values cannot be 
calculated without recourse to a -theory T are theoretical relative to 
T. See Stegmiiller (1976) pp. 40-46. 

40This does not mean that there are no observational criteria of 
application. The point is that observations do not alone without 
recourse to the validity of a theory suffice to the application of 
theoretical terms. More exactly, although the formula VX(l{J(x)~tx) 
is not analytical it can surely be a theorem: according to the theory 
l{J is an observational criterion of t's application. Cf. Padoa's principle 
in Kleene (1967) pp. 362-364. 

41Cf.Suppe (1979) pp. 324-325. 

42For this distinction see Causey (1979). 

43r wish to thank Veikko Rantala for comments on an earlier version 
of this paper. 
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